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The General Relativistic Atomic Structure package [GRASP2018, C. Froese Fischer, G. Gaigalas, P. Jönsson, and J. Bieroń, Comput. Phys. Commun. (2019), DOI: 10.1016/j.cpc.2018.10.032] is based on multiconfiguration Dirac–Hartree–Fock and relativistic configuration interaction (RCI) methods for energy structure calculations. The atomic state function used in the program is built from the set of configuration state functions (CSFs). The valence–valence, core–valence and core–core correlations are explicitly included through expansions over CSFs in RCI. We present a combination of RCI and the stationary second-order Rayleigh–Schrödinger many-body perturbation theory in an irreducible tensorial form to account for electron core–valence correlations when an atom or ion has any number of valence electrons. This newly developed method, which offers two ways of use, allows a significant reduction of the CSF space for complex atoms and ions. We also demonstrate how the method and program works for the energy structure calculation of Cl III ion.
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1. Introduction

There are many powerful theoretical methods for taking into account both relativistic and correlation effects in the calculation of atomic properties of any-electron atoms and ions in our days. This can be done, for example, by using various versions of the many-body perturbation theory (MBPT), the configuration interaction method (CI), the relativistic configuration interaction (RCI), the random phase approximation with exchange (RPAE), the multiconfiguration Hartree–Fock method (MCHF) [1] or the multiconfiguration Dirac–Hartree–Fock (MCDHF) method [2]. But each of them has its own disadvantages for getting atomic data in an extremely good accuracy. For example, converging to accurate results is very slow for MCHF, MCDHF and CI. This leads to a very large expansion of the atomic state function (ASF) for complex atoms. There are practical and theoretical difficulties with the perturbation theory for degenerate states, especially in the choice of model space [3]. The structure of terms of the perturbation theory (PT) series often leads to one- and two-particle operators which almost in all versions of many-body perturbation theory are not in an irreducible tensorial form and which cannot use the advantage of Racah algebra [4, 5].

The combination of CI and MBPT methods [6, 7] is probably the most efficient and consistent way to take into account simultaneously the correlation and relativistic effects in such complex many-electron atoms with open f-shells as lanthanides and actinides for calculations of energy spectra and other properties.

Here we present such an implementation of MBPT to the GRASP code [8] in which core–valence correlations can be taken into account with the help of MBPT and the rest of correlations are included in the ordinary way (RCI) by GRASP package. We use the most suitable for these systems irreducible

tensorial form of Rayleigh–Schrödinger stationary many-body perturbation theory \cite{3,4}. This allows us to divide the calculation of terms of the perturbation series into the calculation of spin-angular terms by using Racah algebra \cite{4,3,11} and into the accompanying radial integrals. The latter are more straightforward and can be handled by methods such as those of the GRASP code \cite{8,12}. Such packages have a modular structure, and modules for generating the contribution of diagrams representing terms of the MBPT series in an irreducible tensorial form can easily be added to the system. The newly developed modules for generating the contribution of diagrams representing terms of the MBPT series in an irreducible tensorial form can be the target of the atomic state function configuration state function (CSF) \cite{14}, which is used. It allows us to study configurations with open f-shells without any restrictions.}

2. General theory

2.1. Main theories in the GRASP package

The MCDHF method is based on the Dirac–Coulomb (DC) Hamiltonian \cite{3,13}:

$$H_{DC} = \sum_{i=1}^{N} (c\alpha \cdot p_i + (\beta - 1)c^2 + V_i^N) + \sum_{i>j} \frac{1}{r_{ij}}, \quad (1)$$

where $V^N$ is the monopole part of the electron–nucleus Coulomb interaction, $\alpha$ and $\beta$ are the $4 \times 4$ Dirac matrices, and $c$ is the speed of light in atomic units. The atomic state functions (ASFs) were obtained as linear combinations of symmetry adapted configuration state functions (CSFs) \cite{14}:

$$\Psi(\gamma PJM) = \sum_{j=1}^{\text{CSFs}} c_j \cdot \Phi(\gamma_j PJM). \quad (2)$$

Here $J$ and $M$ are the angular quantum numbers, and $P$ is parity. $\gamma$ denotes other appropriate labeling of the configuration state function $j$, for example, the orbital occupancy and coupling scheme. Normally, the label $\gamma$ of the atomic state function is the same as the label of the dominating CSF. For these calculations the spin-angular approach \cite{4,3}, which is based on the second quantization in a coupled tensorial form, on the angular momentum theory in three spaces (orbital, spin and quasispin) and on the reduced coefficients of fractional parentage, was used. It allows us to study configurations with open f-shells without any restrictions. CSFs are built from products of one-electron Dirac orbitals. Based on a weighted energy average of several states, the so-called extended optimal level (EOL) scheme \cite{15}, both the radial parts of the Dirac orbitals and the expansion coefficients were optimized to self-consistency in the relativistic self-consistent field procedure \cite{13}.

In RCI computations, the atomic state function is expanded in CSFs, and only the expansion coefficients are determined by diagonalizing the Hamiltonian matrix \cite{14}. The RCI method is also used to include the transverse-photon (Breit) interaction and QED corrections: vacuum polarization and self-energy \cite{14}. More details about MCHDF and RCI methods can be found in Refs. \cite{13,14}.

2.2. Zero-first-order method

One of Brillouin–Wigner perturbation theory versions is widely used by the GRASP community. In this version, according to the Brillouin–Wigner perturbation theory \cite{3,4}, the CSF space can be divided into two parts:

(i) a principal part ($P$), which contains CSFs that account for the major parts of the wave functions and is referred to as zero-order partitioning;

(ii) an orthogonal complementary part ($Q$), which contains CSFs that represent minor corrections and is referred to as first-order partitioning.

The interaction between $P$ and $Q$ is assumed to be the lowest-order perturbation. The total energy functional is partitioned into the zero-order part ($H^{(0)}$) and the residual part ($V$). The Dirac–Fock energy functional is chosen as the zero-order part; the residual part then represents a correlation energy functional. The second-order Brillouin–Wigner perturbation theory then leads to:

$$\left( E - H_{QQ}^{(0)} \right)^{-1} V_{QP} \Psi_Q = \Psi_P,$$

$$\left[ H_{PP}^{(0)} + V_{pp} + V_{pq} (E - H_{QQ}^{(0)})^{-1} V_{qp} \right] \Psi_p = E \Psi_p. \quad (3)$$

The above equations define the first-order correlation operator and the second-order effective Hamiltonian operator for the $P$-space, respectively. In the brackets of the second equation, the first and the second terms compose the total energy functional in the $P$-space, and the third term represents the second-order correction to the correlation
energy functional in the P-space. The nonlinear effective Hamiltonian equation is written in a linearized form:

\[
\begin{pmatrix}
H_{pp}^{(0)} + V_{pp} & V_{pq} \\
V_{qp} & H_{qq}^{(0)}
\end{pmatrix}
\begin{pmatrix}
\Psi_p \\
\Psi_q
\end{pmatrix}
= E
\begin{pmatrix}
\Psi_p \\
\Psi_q
\end{pmatrix}.
\]  

(4)

The requirement that the total energy functional \( E \) is stationary with respect to variations in spin-orbitals (\( \{\phi\} \)) under the normalization and the orthogonality conditions leads to a set of the Euler–Lagrange equations

\[
\frac{\delta E[\{\phi\}]}{\delta \phi_a} = \mu_\mu_a \phi_a + \sum_{b\neq a} \mu_{ab} \phi_b,
\]

(5)

where \( \{\mu\} \) are the Lagrange multipliers. The above equations are nothing but reduced MCDHF equations. That is to say, an apparent connection between the second-order Brillouin–Wigner perturbation energy functional and a set of reduced MCDHF equations is provided.

The block \( H_{qq}^{(0)} \) is diagonal in the Hamiltonian matrix (see Eq. (4)). As a result, the computation time and size required for the construction of the Hamiltonian matrix are reduced. This method, named as zero-first-order method (ZF), has the potential for taking a very large configuration space into account, which is almost unachievable by full MCDHF and RCI methods \[14\], and for allowing accurate calculation to be performed with relatively small computational resources, provided the Q-space contributes perturbatively to the P-space. However, all abovementioned methods (see Subsections 2.1 and 2.2) still lead to a very large space of ASF and need a big amount of computational resources in the case of very accurate calculations of complex atoms. So, the further improvements are welcome. One of the solutions to this problem is the implementation of the combination of RCI method with the Rayleigh–Schrödinger perturbation theory in an irreducible tensorial form in the \text{GRASP} using the usual PT formalism. This is discussed in the sections below.

2.3. Rayleigh–Schrödinger perturbation theory in irreducible tensorial form

The Brillouin–Wigner form of perturbation theory is formally very simple. However, the effective operator of second order depends on the exact energy of considered state. This requires a self-consistency procedure and limits the application to one energy level at a time. There are other issues with implementation of this theory \[3\] in the \text{GRASP}. The Rayleigh–Schrödinger perturbation theory, another version of PT, does not have these shortcomings, and therefore is more suitable for many-electron calculations than the Brillouin–Wigner PT.

There are several variations of the second-order Rayleigh–Schrödinger perturbation theory. Most of them deal with determinants instead of ASF in the form of Eq. (2). Only one of them \[9, 10\] is formulated in an irreducible tensorial form which gives the opportunity to include core–valence correlations with any number of valence electrons. This allows us to apply it to various applications using the combination \[4\] of the angular momentum theory \[17\], as described in Ref. \[18\], the concept of irreducible tensorial sets \[19–21\], a generalized graphical approach \[22\], the second quantization in a coupled tensorial form \[21\], the quasi-spin approach \[23\] and the use of reduced coefficients of fractional parentage \[24\], the same as used by the \text{GRASP} for calculation of one- and two-particle operators \[1\]. Given that the spin-angular structure of terms of the PT series of this version leads to one-, two- and three-particle operators \[1\]. This version \[8\] of PT theory is ideal for the \text{GRASP} package.

Fig. 1. Two-electron scalar operator when the second quantization operators are coupled by pairs \( \{a^{(0)} \times \bar{a}^{(0)}\}(0) \).
The technique proposed in Ref. [9] leads to an effective Hamiltonian $H_{\text{eff}}$ [25] in the second order PT, which can be expressed as the sum of terms corresponding to four classes of Feynman diagrams: vacuum, one-electron, two-electron and three-electron. We illustrate the construction by considering two Feynman diagrams: $A_1$ (Fig. 1) corresponds to a first-order two-electron diagram and $A_3$ (Fig. 2) corresponds to a second-order two-electron diagram. The following notation is used in these figures:

$m = n_m j_m, m' = n_m j_m', n = n_n j_n, n' = n_n j_n', r = n_j j, s = n_j j$, and $a = n_j j$. The amplitude $\Theta^{(1)}$ ($n_m l_m j_m, n_n l_n j_n, n_m l_m j_m', n_n l_n j_n', \Xi$) is proportional to a second Feynman diagram $A_3$ in the right-hand side of Fig. 1 and is an electron creation operator. Tensor $\tilde{a}^{(j)}$ is defined [21, 23] as

$$\tilde{a}^{(j)}_{m_j} = (-1)^{j-m_j} a^{(j)}_{m_j},$$

where $a^{(j)}_{m_j}$ is an electron annihilation operator.

The second Feynman diagram $A_3$ is coming from the second order of perturbation theory and such type of diagrams (the second order of effective Hamiltonian) must be implemented in the GRASP. Similarly, the Feynman diagram $A_1$ is expressed as the product of a more complicated second-order perturbation expression with a recoupling coefficient $A_1$ and a coupled tensor operator $A_3$ with the same structure as $A_3$ (see Fig. 2). So, the diagrams are different, but the spin-angular part is the same: $A_2 = A_3$

Therefore this formulation of perturbation theory allows us to significantly simplify the calculation of an effective operator with any number of open subshells for complex atoms and ions by using the standard library of GRASP for spin-angular integration [11].

2.4. Relativistic second-order effective Hamiltonian of an atom or an ion in irreducible tensorial form

Originally, the irreducible tensorial form of Rayleigh–Schrödinger perturbation theory was formulated decomposed into the product of reduced matrix elements composed of radial integrals and other algebraic expressions with a coupled tensor operator

$$A_2 := \left[ a^{(j_m)} \times \tilde{a}^{(j_m)} \right] \times \left[ a^{(j_m')} \times \tilde{a}^{(j_m')} \right],$$

where $a^{(j)}_{m_j}$ is an electron annihilation operator.

Fig. 2. One of the diagrams of the second-order effective Hamiltonian.
in nonrelativistic atomic theory that uses the LS-coupling [3, 10]. Here we derive from scratch such part of a second-order effective operator, which corresponds to core–valence (CV) correlations in relativistic atomic theory that uses the jj-coupling. For this we use the same technique as in Refs. [3, 10], that is, a generalized graphical approach [22] and the second quantization in a coupled tensorial form [21]. For this type of correlations we got two one-particle Feynman diagrams and four two-particle Feynman diagrams whose contribution to CV correlations is significant. These diagrams are expressed via scalar, multielectron operators which operate only in the space of the wave functions of open subshells and are not explicitly the functions of magnetic quantum numbers. Such form of an effective operator is very convenient in practical calculation of the energy spectra of atoms and ions with open electron subshells, because we can use all the advantages of methods described in Ref. [5]. For deriving the expression of an effective operator and applying it to calculation, the definition of module spaces must be determined. We use the same definitions in Refs. [3, 9, 10]. The effective operator itself is acting upon the P-space, similar as in the (i) paragraph of Subsection 2.2. The complementary part of the functional space is the orthogonal space or the Q-space, similar as in the (ii) paragraph of Subsection 2.2.

The module P-space, in addition to the Q-space, is normally broken down into three sets: ·F, F' and G. The F set includes the orbitals, which describe the filled (core) subshells encountered in all CSFs. Meanwhile the F' set includes the orbitals, which correspond to the unfilled (valence) subshells in some of these CSFs or at least in one of them. The G set is built of the orbitals belonging to virtual subshells, which do not belong to F or F' and are used for generating the CSF for counting correlation effects. To distinguish between these spaces in the Feynman diagrams and the algebraic notations, we use the following notations:

- indexes a and b for the F set,
- indexes n, n', m and m' for the F' set,
- indexes r and s for the G set.

In the following subsubsections, we will discuss in more detail each contribution of the Feynman diagram to core–valence correlations.

### 2.4.1. The first type of core–valence correlations

Here we will discuss the first type of core–valence correlations which are presented by one-particle Feynman diagrams in Figs. 3 and 4:

\[ (n_a \ell_a) j^{a\ell_a}_{m} (n_m \ell_m) j^{m\ell_m}_{m'} \rightarrow (n'_a \ell_a) j^{a\ell_a}_{m'} (n_m \ell_m) j^{m\ell_m}_{m'} (n'_a \ell'_a) j'_a (n'_m \ell'_m) j'_m. \]  

(10)

Each second-order Feynman diagram expression of perturbation theory has the energy denominator

\[ D = \sum (\varepsilon_{\text{down}} - \varepsilon_{\text{up}}), \]

where \( \varepsilon_{\text{down}} \) (\( \varepsilon_{\text{up}} \)) is the single-particle eigenvalue associated with the down-(up-)going orbital lines to (from) the lowest interaction line of diagram. For example, the denominator for CV diagram in Fig. 3 is

\[ D = (\varepsilon_{m'} + \varepsilon_a - \varepsilon_r - \varepsilon_s). \]

The following notations are also used in the expressions of these diagrams (see Figs. 3 and 4):

\[ X_{L}(ij, i'j') = \langle \ell_i j_i | C^{(s)} | \ell_{i'} j_{i'} \rangle \times \]  

\[ \times \sum_{k,l} \delta(k,k') \langle \ell_i j_i | C^{(k)} | \ell_{i'} j_{i'} \rangle \times \]  

\[ \times \sum_{k,l} \delta(k,k') X_{L}(ma, rs) X_{L}(rs, m'a). \]

(12)
Here $R^k (n_i n_j, n_i ' n_j ')$ is the radial integral of the electrostatic interaction between electrons ([13], (89) and (90)), and $\langle \mathcal{C}(k) \rangle$ is the reduced matrix element of the irreducible tensor operator $C^k$ in the $jj$-coupling.

The spin-angular part of the diagrams $CV_1$ and $CV_2$ is the same, it has the normal order of creation and annihilation operators, it is in an irreducible tensorial form, and itself is a scalar operator $[\mathcal{a}(\nu) \times \bar{\mathcal{a}}(\nu')]^{(0)}$, which acts only upon the $F'$ set of $P$-space. The spin-angular part of these Feynman diagrams is the same as for the Dirac operator $\mathcal{H}_D$ [2, 13], with a reduced matrix element expressed through the spin-angular coefficient $t_{ab}^{\nu\nu'}$ and radial integrals $I(k, a)$ [11]. But the interaction strength is more complicated, having an additional coefficient such as 6$j$-symbol and an additional summation over the $G$ set of orbitals. For example, the $CV_2$ diagram has

$$
\left[ a(\nu) \times \bar{a}(\nu') \right]^{(0)},
$$

which describe the core–valence correlations in the case $r = s$ as well:

$$
(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0.
$$

2.4.2. The second type of core–valence correlations

The second type of core–valence correlations

$$
(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0,
$$

are more complicated, having an additional coefficient such as 6$j$-symbol and an additional summation over the $G$ set of orbitals. For example, the $CV_2$ diagram has

$$
\left[ a(\nu) \times \bar{a}(\nu') \right]^{(0)},
$$

which acts only upon the $F'$ set of $P$-space. The spin-angular part of these Feynman diagrams is the same as for the Dirac operator $\mathcal{H}_D$ [2, 13], with a reduced matrix element expressed through the spin-angular coefficient $t_{ab}^{\nu\nu'}$ and radial integrals $I(k, a)$ [11]. But the interaction strength is more complicated, having an additional coefficient such as 6$j$-symbol and an additional summation over the $G$ set of orbitals. For example, the $CV_2$ diagram has

$$
\left[ a(\nu) \times \bar{a}(\nu') \right]^{(0)},
$$

which describe the core–valence correlations in the case $r = s$ as well:

$$
(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0.
$$

The same Feynman diagrams from Figs. 3 and 4 describe the core–valence correlations in the case $r = s$ as well:

$$
(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0.
$$

Fig. 4. The CV Feynman diagram of the second-order effective Hamiltonian for the exchange part of excitation $(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0$.

Fig. 5. The CV Feynman diagram of the second-order effective Hamiltonian for the direct part of the second type of core–valence correlations $(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0$. 

Fig. 6. The CV Feynman diagram of the second-order effective Hamiltonian for the direct part of the second type of core–valence correlations $(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0$. 

Here $R^k (n_i n_j, n_i ' n_j ')$ is the radial integral of the electrostatic interaction between electrons ([13], (89) and (90)), and $\langle \mathcal{C}(k) \rangle$ is the reduced matrix element of the irreducible tensor operator $C^k$ in the $jj$-coupling.

The spin-angular part of the diagrams $CV_1$ and $CV_2$ is the same, it has the normal order of creation and annihilation operators, it is in an irreducible tensorial form, and itself is a scalar operator $[\mathcal{a}(\nu) \times \bar{a}(\nu')]^{(0)}$, which acts only upon the $F'$ set of $P$-space. The spin-angular part of these Feynman diagrams is the same as for the Dirac operator $\mathcal{H}_D$ [2, 13], with a reduced matrix element expressed through the spin-angular coefficient $t_{ab}^{\nu\nu'}$ and radial integrals $I(k, a)$ [11]. But the interaction strength is more complicated, having an additional coefficient such as 6$j$-symbol and an additional summation over the $G$ set of orbitals. For example, the $CV_2$ diagram has

$$
\left[ a(\nu) \times \bar{a}(\nu') \right]^{(0)},
$$

which describe the core–valence correlations in the case $r = s$ as well:

$$
(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0.
$$

2.4.2. The second type of core–valence correlations

The second type of core–valence correlations

$$
(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0,
$$

are more complicated, having an additional coefficient such as 6$j$-symbol and an additional summation over the $G$ set of orbitals. For example, the $CV_2$ diagram has

$$
\left[ a(\nu) \times \bar{a}(\nu') \right]^{(0)},
$$

which describe the core–valence correlations in the case $r = s$ as well:

$$
(n_a \ell_a) j_2 \rightarrow (n_a \ell_a) j_0.
$$
can be expressed via one-particle (Figs. 3 and 4) and two-particle (Figs. 5, 6, 7, and 8) Feynman diagrams.

It is necessary to emphasize that the Feynman diagrams CV\textsubscript{3}, CV\textsubscript{4}, CV\textsubscript{5}, and CV\textsubscript{6} are not in a normal order of creation and annihilation operators. The order of these operators in the tensorial product is the same as in Eq. (8) for CV\textsubscript{4}, CV\textsubscript{5} and CV\textsubscript{6}, while CV\textsubscript{3} is expressed via

\[
\left[ \left[ a^{(j_{m})} \times \tilde{a}^{(j_{m'})} \right]^{(k_{x})} \times \left[ \tilde{a}^{(j_{r})} \times a^{(j_{r'})} \right]^{(k_{x'})} \right]^{(0)}. (16)
\]

All these operators in Eqs. (8) and (16) act only upon the \( F \) set of \( P \)-space.

The spin-angular part of these Feynman diagrams is very similar as for the Coulomb operator \( [2, 13] \), which has been expressed in the normal order of second quantization operators as (see Eq. (20) in Ref. [4])

\[
\begin{align*}
\text{CV} &_{4} \\
\begin{array}{c}
\sum_{m,n'} \sum_{n,n'} \sum_{k} \frac{1}{\sqrt{|k|}} \left[ a^{(j_{m})} \times \tilde{a}^{(j_{m'})} \right]^{(k_{x})} \times \left[ \tilde{a}^{(j_{r})} \times a^{(j_{r'})} \right]^{(k_{x'})} \\
\times \sum_{r,a} \sum_{k'} (-1)^{j_{a}+j_{r}+k} \left\{ k' \ j_{n} \ j_{n'} \ \ X_{k}(ma, m'r') X_{k'}(nr, an') \right\} \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{CV} &_{5} \\
\begin{array}{c}
\sum_{m,n'} \sum_{n,n'} \sum_{k'} \frac{1}{\sqrt{|k'|}} \left[ a^{(j_{m})} \times \tilde{a}^{(j_{m'})} \right]^{(k_{x})} \times \left[ \tilde{a}^{(j_{r})} \times a^{(j_{r'})} \right]^{(k_{x'})} \\
\times \sum_{r,a} \sum_{k} (-1)^{j_{a}+j_{r}+k} \left\{ k' \ j_{m} \ j_{m'} \ \ X_{k}(ma, m'r') X_{k'}(nr, an') \right\} \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{CV} &_{6} \\
\begin{array}{c}
\sum_{m,n'} \sum_{n,n'} \sum_{k,k'} \frac{\delta(k, k')}{\sqrt{|k|}} \left[ a^{(j_{m})} \times \tilde{a}^{(j_{m'})} \right]^{(k_{x})} \times \left[ \tilde{a}^{(j_{r})} \times a^{(j_{r'})} \right]^{(k_{x'})} \\
\times \sum_{r,a} (-1)^{j_{a}+j_{r}+k} \left\{ \frac{1}{\varepsilon_{a} - \varepsilon_{r} - \varepsilon_{n}} \right\} X_{k}(ma, m'r') X_{k'}(rn, an') \\
\end{array}
\end{align*}
\]
The above contribution is derived (see Eq. (21) [4]).

The expressions of CV correlations in the second order of perturbation theory are ordered as pairs of creation–annihilation operators, like in Eqs. (8) and (13) (see Eq. (21) [4]).

Therefore, the program library [11] from GRASP supports the calculation of the spin-angular part of CV4, CV5 and CV6 Feynman diagrams. In addition, it is very easy to redefine the expression (Eq. (16)) in CV3 diagram for the calculation of its spin-angular part with the program library [11].

2.4.3. The contribution of core–valence correlations to off-diagonal matrix elements

The main contribution of core–valence correlations to off-diagonal matrix elements is in the matrix element \((n_{a\ell_a\nu_a})^j_{m\nu_a} (n_{b\ell_b\nu_b})^j_{m'\nu_b} \| \mathcal{P}_{\text{Effective}}^2 \| (n_{a\ell_a\nu_a})^j_{m\nu_a}(n_{b\ell_b\nu_b})^j_{m'\nu_b}\). The above contribution is derived from the excitation

\[
\begin{align*}
(n_{a\ell_a\nu_a})^j_{m\nu_a} (n_{b\ell_b\nu_b})^j_{m'\nu_b} & \rightarrow (n_{a\ell_a\nu_a})^j_{m\nu_a} (n_{b\ell_b\nu_b})^j_{m'\nu_b} (n_{b\ell_b\nu_b})^j_{m\nu_a} (n_{a\ell_a\nu_a})^j_{m'\nu_b} \rightarrow \\
& (n_{a\ell_a\nu_a})^j_{m\nu_a}(n_{b\ell_b\nu_b})^j_{m'\nu_b},
\end{align*}
\]

and can be described by the same two-particle Feynman diagrams (Figs. 3, 4 and 5) as before.


The expressions of CV correlations in the second order of perturbation theory presented in Section 2.4 are exact and come directly from the theory. For the implementation of this theory in the RCI approach, we make the following assumptions:

1. Infinite summations over the G space are replaced by limited summations if our ASF in the zero order of perturbation theory is already sufficiently accurate. This is usually true after the RMCDHF calculation with the inclusion of valence–valence correlations or sometimes additionally CV excitation from one extreme trunk orbit. The correctness of this assumption is also confirmed by the accurate results obtained using the zero-first-order method in the GRASP package [27, 28], since this method is based on the Brillouin–Wigner perturbation theory, which is also subject to infinite summation, as is the case for the Rayleigh–Schrödinger perturbation theory.

2. In reality, the denominator of energy \(D\) (see Eq. (11)) in CV4, CV5, CV6, CV4, CV5 and CV6 contains only one-electron energies. But if in the combination of RCI and perturbation theory the one-electron orbitals are not spectroscopic (e.g. correlation orbitals [13, 26]), then the one-electron energies do not correspond to the values of the real one-electron energies and cannot be used in Eq. (11). Therefore in this case, we consider that the one-electron energies in the denominator \(D\) in CV4, CV5, CV6, CV4, CV5 and CV6 are changed to the averaged energies \(\overline{D} = \overline{E(K')} - \overline{E(K)}\), \(\overline{E(K)}\) is the averaged energy of a state for which calculations are performed. \(\overline{E(K')}\) is the average energy for the admixed configuration \(K\). This allows us to move the energy denominator in front of summations over the orbitals belonging to the \(F\) and \(G\) set in the expressions of the second order of effective Hamiltonian [3, 29] and to simplify the implementation theory in the GRASP program package. It should be pointed out that \(D\) and \(\overline{D}\) are defined differently in papers [3, 10] and [3, 6, 29], respectively. In the first case, the energy of admixed configuration \(K'\) is with a minus sign in the energy difference \(D\), while in the second case \(\overline{D}\), on the contrary, it has the energy of the state under consideration \(K\). We will also abide in the paper by these notations. Therefore, \(D\) and \(\overline{D}\) will be defined with opposite signs.

For the calculation of average energies \(\overline{E(K)}\) and \(\overline{E(K')}\) we can use the analytical expression [11, (42)]

\[
\begin{align*}
\overline{E} &= \sum w_j I(a,j) + \\
&+ \sum \frac{w_j(w_j - 1)}{2} \times \\
&\times \left[ F^a(a,j) - \frac{2j_a + 1}{2j_a} \sum \left( \ell_a, \ell_b, k \right) \begin{pmatrix} j_a & k & j_b \\ -1/2 & 0 & 1/2 \end{pmatrix} F^a(a,b) \right] + \\
&\times \sum \frac{w_j}{2} \left[ F^a(a,j) - \sum \left( \ell_a, \ell_b, k \right) \begin{pmatrix} j_a & k & j_b \\ -1/2 & 0 & 1/2 \end{pmatrix} G^a(a,b) \right],
\end{align*}
\]

where symbol \(\left( \ell_a, \ell_b, k \right)\) means that quantities \(\ell_a, \ell_b\) and \(k\) obey the triangular condition with
the even perimeter, which usually is included in the definition of radial integral \[23, 11, 30]\.

A discussion on the correctness of these two assumptions is described in Subsection 4.1.

Brillouin–Wigner perturbation theory (with these assumptions) was already implemented in the GRASP package \[8, 12]\ years ago. Accurate atomic data (with spectroscopic accuracy) \[27, 31, 32]\ were obtained by using this method. Since such combination of the Brillouin–Wigner perturbation theory with the RCI method allows one to include correlation effects with a high accuracy, therefore the Rayleigh–Schrödinger perturbation theory (also other analogous perturbation theory option) combined with RCI and with the same assumption should also give accurate results. This can be confirmed by the investigation of energy spectra and transition data for a different ionization degree of a tungsten atom \[34–36]\ or various other ions \[37–39]\, including investigation of some metastable level along several isoelectronic sequences for the ions from \(Z = 50\) to \(Z = 92\) \[40]\, and additionally calculating radiative lifetimes \[41–43]\ by using a similar approach \[3, 29]\ in the nonrelativistic atomic theory. Therefore, these two assumptions should not affect negatively the accuracy of CV correlations in the calculation of atomic properties with the combination of the CI approach with PT. But it is important that in the zero-order space the most important correlations would be included in this Rayleigh–Schrödinger perturbation theory \[8, 10]\ and RCI combination, as it is done using RCI combined with Brillouin–Wigner perturbation theory.

It is more convenient to reformulate the formalism of perturbation theory presented in Subsection 2.3 in such a way that this would allow us to use the spin-angular library \[11]\ without any modification and to make the easiest implementation of this theory in the GRASP2018 package \[8]\ in general. This reformulation is presented here below.

According to Ref. \[3]\, the contribution of the admixed configurations from CV correlations can be added to the usual energy of the term \(\chi J\) of the configuration \(K\) (the set of \(K\chi J\) and/or \(K'\chi J\) is the CSFs in the relativistic approach) and can be expressed as the energy \(E_0(KJ)\), which does not depend on the term and the sum of the product of Slater integrals and spin-angular coefficients, describing the interaction within an open subshell and between them:

\[
E(K\chi J) = E_0(KJ) + \Delta E_{\text{pt}}(KJ) + \\
+ \sum_{n\ell j} \sum_{k>0} \bar{f}_k(i\ell', K\chi J) \Delta F^k(n\ell j, n\ell j') \\
+ \sum_{n\ell j} \sum_{\ell'>0} \left\{ \sum_{k>0} \bar{g}_k(i\ell' \ell'' \ell''', K\chi J) \Delta G^k(n\ell j, n\ell' j') \\
+ \sum_{n\ell j} \bar{v}_k(i\ell' \ell'' \ell'''', K\chi J) \Delta R^k(n\ell j, n\ell' j') \right\},
\]

(20)

where \(\bar{f}_k, \bar{g}_k, \bar{v}_k\) are spin-angular coefficients from which submatrix elements \(\langle \ell j || C^{(l)} || \ell j' \rangle\) have been extracted. Therefore the summation over \(K\) runs over all possible values, instead of the values which satisfy the triangular condition \(\ell' \ell'' \ell'''\), as in the ordinary case of Eq. \(19\). The \(F^k(n\ell j, n'\ell' j'), \ G^k(n\ell j, n'\ell' j')\) and \(R^k(n\ell j n\ell j, n'\ell' j' n'\ell' j')\) are generalzed integrals of the electrostatic interaction between electrons. The definition of \(R^k(n\ell j n\ell j, n'\ell' j' n'\ell' j')\) is the following:

\[
R^k(ij, i'j') = \\
= ([1 + \delta(i, ij)] [1 + \delta(i', ij')])^{-1/2} R_0(n_{ij} n_{ij}, n_{ij'} n_{ij'}) \\
\times \langle \ell j || C^{(l)} || \ell j' \rangle, (21)
\]

Here \(R^k(n_{ij} n_{ij}, n_{ij'} n_{ij'})\) is the same radial integral as in Eq. \(12\). Definitions \(F^k(n\ell j, n'\ell' j'), G^k(n\ell j, n'\ell' j')\) follow straightforwardly from Eq. \(21\).

The contribution coming from the CV correlations of the configurations \(K'\) to \(E(K\chi J)\) in the second order of perturbation theory can be written from Eq. \(20\) as

\[
\Delta E_{\text{pt}} = \\
- \Delta E_{\text{pt}}(KJ) + \\
+ \sum_{n\ell j} \sum_{k>0} f_k(\ell \ell', K\chi J) F^k(n\ell j, n\ell j') + \\
+ \sum_{n\ell j} \sum_{\ell'>0} \left\{ \sum_{k>0} g_k(\ell \ell' \ell'' \ell''' , K\chi J) G^k(n\ell j, n\ell' j') \\
+ \sum_{n\ell j} v_k(\ell \ell' \ell'' \ell'''', K\chi J) R^k(n\ell j, n\ell' j') \right\} \times \\
\times \Delta R^k(n\ell j n\ell j, n'\ell' j' n'\ell' j'),
\]

(22)
The first type contribution of CV correlations in the second order of perturbation theory is expressed only over $\Delta \mathcal{E}_0(KJ)$ (see Table 1). The contributions $\Delta \mathcal{F}^s(n\ell j, n'\ell' j')$, $\Delta \mathcal{F}^r(n\ell j, n'\ell' j')$ and $\Delta G^s(n\ell j, n'\ell' j')$ are equal to zero in this case. The contributions $\Delta \mathcal{E}_n(KJ)$ can be expressed through $\mathcal{A}$ and $\mathcal{C}$ coefficients (see Table 1) which have the following expressions:

\begin{equation}
\mathcal{A}(x, ij, ij') = \sum_{k k'} \left[ \sum_{j j'} \mathcal{P}(kk', ij, ij') \mathcal{Q}(kk', ij, ij') \right],
\end{equation}

\begin{equation}
\mathcal{C}(k, ij, ij') = \sum_{j j'} \left[ \sum_{k k'} \mathcal{P}(kk', ij, ij') \right] \mathcal{Q}(kk', ij, ij'),
\end{equation}

where

\begin{equation}
\mathcal{P}(kk', ij, ij') = \mathcal{R}^s(ij, ij') \mathcal{R}^i(ij, ij) \mathcal{O}(K', K),
\end{equation}

\begin{equation}
\mathcal{Q}(kk', ij, ij') = \mathcal{R}^r(ij, ij') \mathcal{R}^i(ij', ji) \mathcal{O}(K', K).
\end{equation}

We would like to emphasize once more that the energy denominator is defined differently/opposite in the expressions of Feynman diagrams (see, for example, Fig. 3, Eqs. (25) and (26)):

\begin{equation}
\mathcal{O}(K', K) = \frac{1}{\bar{E}(K') - \bar{E}(K)}.
\end{equation}

The second type contribution of CV correlations in the second order of perturbation theory is expressed over $\Delta \mathcal{E}_n(KJ)$, $\Delta \mathcal{F}^s(n\ell j, n'\ell' j')$, $\Delta \mathcal{F}^r(n\ell j, n'\ell' j')$ and $\Delta G^r(n\ell j, n'\ell' j')$ (see Tables 1 and 2).

The Feynman diagram with the notation CV$_1^s$ in Table 2 means the same Feynman diagram CV$_1^s$ (see Fig. 3), but instead of the index $s$ belonging to the $G$ type of orbitals the index $n$ which belongs to the $F'$ type of orbitals is used. Similarly, in the Feynman diagrams with the notations CV$_1^r$ and CV$_2^r$ (Table 2), the index $r$ (index $s$) is changed to the index $n$ (index $n$). These types of the Feynman diagrams come from the reordering the operators of second quantization from the coupled by pairs $[a^{(i)} \times \bar{a}^{(j)}]^{(k)}$

**Table 1. Expressions for core–valence corrections to the energy in Eq. (20), not depending on the term.**

<table>
<thead>
<tr>
<th>Term</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \mathcal{E}_n(KJ)$</td>
<td>$\left(\mathcal{F}^{(s)}<em>{ij} + \mathcal{F}^{(r)}</em>{ij} + \mathcal{G}^{(r)}_{ij}\right)$</td>
</tr>
<tr>
<td>$\Delta \mathcal{F}^s(n\ell j, n'\ell' j')$</td>
<td>$\mathcal{R}^{(ij)}(ij, ij') \mathcal{R}^{(i'j')} \mathcal{O}(K', K)$</td>
</tr>
<tr>
<td>$\Delta \mathcal{F}^r(n\ell j, n'\ell' j')$</td>
<td>$\mathcal{R}^{(ij)}(ij, ij') \mathcal{R}^{(i'j')} \mathcal{O}(K', K)$</td>
</tr>
<tr>
<td>$\Delta \mathcal{G}^r(n\ell j, n'\ell' j')$</td>
<td>$\mathcal{R}^{(ij)}(ij, ij') \mathcal{R}^{(i'j')} \mathcal{O}(K', K)$</td>
</tr>
</tbody>
</table>
The contribution of CV correlation in the second order of perturbation theory coming from the off-diagonal matrix element \( \langle \mathbf{n}_s \mathbf{e}_a | f_{m s} | \mathbf{n}_s \mathbf{e}_a \rangle \) is described by the diagrams CV_3, CV_4, CV_5, and CV_6. The reformulation expressions of these diagrams to the form suitable to the GRASP gave these corrections only to the radial integral \( \Delta R^k(mm, mn) \) (see Table 3). All these formulas are expressed via the quantities introduced earlier in the paper, except

\[
S(kk', ij, i'j') = \mathcal{R}^k(ij, i'j') \mathcal{R}^k(j'j'', j''j') O(K', K_i K_j).
\]

This theory in an irreducible tensorial form is more suitable to be included in such a version of the GRASP that is based on the configuration of state function generators (CSFGs) [33]. This is related to the fact that this version of the package allows us to distinguish the \( F, F' \) and \( G \) sets of orbitals very easily in the process of computing atomic data. In the following section, we will present a test case of this implementation.

4. Calculation of core–valence correlations with new implementation

This section is intended to present the results using here the newly developed and presented method, based on the Rayleigh–Schrödinger perturbation theory in an irreducible tensorial form, which is implemented in the GRASP2018 package.
This new developed method allows us to include the CV correlations in the computations choosing the preferred core and virtual orbitals. Using this method we can open the core fully and estimate the impact of CV correlations in the second order of perturbation theory for the computed levels. To calculate the contributions of such CV correlations the average energies of the configurations are needed. There are three options to calculate the average energy of configuration in the program implemented in the GRASP2018 package:

- The average energy is calculated using an analytical expression (Eq. (19)) (option 0);
- The average energy is calculated according to the diagonal matrix element (option 1);
- The average energy is calculated by discarding those energies for which the non-diagonal matrix elements with the multi-reference set are zero (option 2).

The results from the computations using the new method will be marked as CV RCI+RSMBPT (according to Eq. (20)). To evaluate the accuracy and the reliability of the results, these are compared with the results from CV RCI computations. To calculate the contribution of a particular $K'$ configuration of the CV correlations from the RCI, based on the CSFGs, for the first and second type (see Tables 1 and 2) we will use the equation

$$\Delta E_{\text{pr}} = \frac{\sum_{\phi} |\langle (K, \chi J) \| V \| (K', \chi' J) \rangle|^2}{\bar{E}(K') - \bar{E}(K)}$$

(36)

and

$$\Delta E_{\text{pr}} = \frac{\sum_{\phi} |\langle (K, \chi J) \| V \| (K', \chi' J) \rangle (\langle K, \chi J \| V \| (K', \chi' J) \rangle)^2}{\bar{E}(K') - \bar{E}(K)} \times \left( \frac{1}{\bar{E}(K')} - \frac{1}{\bar{E}(K)} \right).$$

(37)

to compute the effect from off-diagonal matrix elements (see Table 3).

Table 3. Expressions for the Slater integral $\Delta R^k(mm, nn)$ (see Eq. (20)) corresponding to the core–valence $(n_1\ell, j_1 \leftrightarrow n_2\ell, j_2 \leftrightarrow n_3\ell, j_3 \leftrightarrow \cdots) \rightarrow (n_1\ell, j_1 \leftrightarrow n_2\ell, j_2 \leftrightarrow n_3\ell, j_3 \leftrightarrow \cdots)$ correlations coming from the off-diagonal matrix element $\langle (n_1\ell, j_1) \| n_2\ell, j_2 \| n_3\ell, j_3 \| \cdots \rangle \| \cdots \rangle$.

<table>
<thead>
<tr>
<th>Corrections</th>
<th>Slater integral</th>
<th>$k$ values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2\left{ [k] \Psi(2, k, ma, rn, nn) \right}$</td>
<td>$\Delta R^k(mm, nn)$</td>
<td>$k \geq 0$</td>
</tr>
<tr>
<td>$+ (-1)^{y_1+j_1+k} Z(3, k, ma, nr, nn)$</td>
<td>from CVJ Feynman diagram</td>
<td></td>
</tr>
<tr>
<td>$+ (-1)^{y_1+j_1+k} Z(4, k, na, mr, nn)$</td>
<td>from CVJ Feynman diagram</td>
<td></td>
</tr>
<tr>
<td>$\left{ [k] S(kk, ma, nr, nn) \right}$</td>
<td>from CVJ Feynman diagram</td>
<td></td>
</tr>
</tbody>
</table>

4.1. The first test case

In the first test, 3 energy levels of the ground (1s$^2$2s$^2$2p$^3$3s$^3$3p$^3$) configuration with $J = 3/2$ of the Cl III ion are computed. The multi-reference (MR) set consists of 3 CSFs (3s$^3$3p$^3$, 3s$^2$3p$^3$ and 3s$^2$3p$^2$3p in $jj$-coupling) belonging to the 3s$^3$3p$^3$ configuration from which substitutions are allowed to include CV correlations. The 1s, 2s, 2p and 2p subshells are defined as opened core subshells ($F$ set), 3s, 3p – and 3p as valence subshells ($F'$ set), and 4s, 4p $+$, 4p, 3d and 3d as virtual ones ($G$ set). Such set of virtual orbitals will be marked as L1. So the CSFs list consists of 3 CSFs belonging to the MR set, and the rest CSFs are the CV correlations of the MR set. Radial wave functions are taken from the earlier computations [44].
The results of these examples for the first and second types of CV correlations are presented in Table 4. Matrix elements and average energies (with option 0) are given there. The CV contribution from CV RCI+RSMBPT computations is compared with the contribution calculated by Eq. (36). As seen from Table 4, there is an excellent agreement between two computations. For the first type the effect of CV correlations is \(-2.48300702640003E-04\) a.u. by Eq. (36) and \(-2.48300702643986E-04\) a.u. by Eq. (22); for the second type of CV correlations it is \(-5.30286558582154E-05\) a.u. by Eq. (36) and \(-5.30286558628605E-05\) a.u. by Eq. (22). The example for the contribution of CV correlations to off-diagonal matrix elements is presented in Table 5. It is seen that there is an excellent agreement between both calculations (\(7.74908996437684E-06\) a.u. by Eq. (37) and 7.74908996512910E-06 a.u. by Eq. (22)). By using the Rayleigh–Schrödinger perturbation theory in an irreducible tensorial form to calculate the contribution of CV correlations 14 numbers after comma are reproduced.

The energy structure results from both (CV RCI and CV RCI +RSMBPT) computations are given in Table 6. For the CV RCI case in the RCI computations the ZF method is also applied. The MR space is used as the principal part \(P\). In the CV RCI+RSMBPT case, the results from three computations (different options of averaging energies) are presented. As seen from Table 6, the differences between the CV RCI and CV RCI+RSMBPT (option 0) calculations are 0.0000489 a.u., 0.0000519 a.u. and 0.0000568 a.u., whereas the contributions of CV correlations are \(-0.0022369\) a.u., \(-0.0022419\) a.u. and \(-0.0022510\) a.u., respectively, for the \(\text{3S}_{3/2}\), \(\text{3D}_{3/2}\) and \(\text{3P}_{3/2}\) levels. The disagreement between the results in this case is only 2.2–2.5%. This disagreement decreases when in the CV RCI+RSMBPT computations the energy of configuration is averaged according to the diagonal matrix element (option 1), to 1.4–2.0%. There is

| \(K'\chi J = 3/2\) | \(\langle(K\chi J = 3/2)||V||(K'\chi J = 3/2)\rangle\) | Energy, a.u. |
|------------------|-------------------------------------------------|----------------|
| \(1s^22s^22p^2p^3s^3p^3d\) | \(1.9323531771818409E-02\) | \(\bar{E}(K) = -459.55556158934053\) |
| \(1s^22s^22p^2p^3s^3p^3d(0)3d, < 1 > 3d\) | \(1.14405994805308916E-03\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(1s^22s^22p^2p^3s^3p^2(2) < 3/2 > 3d, < 1 > 3d\) | \(-1.0237720317353262E-03\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(1s^22s^22p^2p^3s^3p^2(2) < 3/2 > 3d, < 2 > 3d\) | \(-1.015213467921704E-02\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(1s^22s^22p^2p^4s^3p^2(2) < 3/2 > 3d, < 3 > 3d\) | \(-1.0237720317353262E-03\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(1s^22s^22p^2p^3s^3p^2(2) < 5/2 > 3d, < 1 > 3d\) | \(-6.0999204302491775E-03\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(1s^22s^22p^2p^4s^3p^2(2) < 5/2 > 3d, < 2 > 3d\) | \(-2.4406821873563694E-02\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(1s^22s^22p^2p^4s^3p^2(2) < 5/2 > 3d, < 3 > 3d\) | \(-1.8300440014309707E-02\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(1s^22s^22p^2p^4s^3p^2(2) < 5/2 > 3d, < 4 > 3d\) | \(-1.498772756927458E-03\) | \(\bar{E}(K) = -450.5009438062546\) |
| \(\Delta E_{PT} = -2.48300702640003E-04\) a.u. (by Eq. (36)) | \(\Delta E_{PT} = -2.48300702640003E-04\) a.u. (by Eq. (22)) |
a little decrease when average energy is calculated by discarding those energies for which the non-diagonal matrix elements with the multi-reference set are zero (option 2). Comparing the CV RCI+RSMBPT with the results from CV RCI ZF, this disagreement decreases to 0.1–0.7% in option 2. We want to note that the difference between the CV RCI and CV RCI+RSMBPT computations for 3 computed levels is similar and stable (about 0.00005 a.u with option (0)). Meanwhile comparing the CV RCI+RSMBPT results with the results from CV RCI ZF these differences differ for each computed level and are 0.0000343 a.u., 0.0000144 a.u. and 0.0000007 a.u., respectively, for the first, the second and the third level. Comparing the splitting of the computed levels from CV RCI and CV RCI +RSMBPT computations, we see that splitting from CV RCI+RSMBPT is closer to the CV RCI results than CV RCI ZF.

The obtained results and comparisons made lead us to the following that the expressions of Rayleigh–Schrödinger perturbation theory in an irreducible tensorial form derived in Subsections 2.4 and 3 are correct, the assumptions made in Section 3 are not materially wrong, and the program based on this methodology is free from bugs. Thus it means that the direct inclusion of correlations with the Brillouin–Wigner perturbation theory from Subsection 2.2 can be substituted for by the version of the Rayleigh–Schrödinger perturbation theory presented in Subsection 2.4. It is appropriate because by using the combination of the RCI and the Rayleigh–Schrödinger perturbation theory in an...
irreducible tensorial form, the CSFs space consists only of 3 CSFs in the CV RCI+RSMBPT computations compared to 1,941 CSFs that are in the ordinary RCI calculations (CV RCI) and in the CV RCI ZF. Such significant CSFs reductions also reduce the matrix and CPU computing time.

4.2. The second test case

In this case, the same test as described above is chosen. We use the program which is designed to determine the contribution of each $K'$ configuration of CV correlations for CSF for which energy needs to be calculated according to the Rayleigh–Schrödinger perturbation theory in an irreducible tensorial form by Eq. (22). The program gives the total contribution of CV correlations with the selected core and virtual orbitals, and calculates the contribution of each $K'$ configuration of the CV correlations for the computed levels. $K'$ configurations are sorted in a descending order according to the effect of CV correlations upon each level. Further, we select $K'$ configurations by the CV correlations effect with the specified fraction of the total CV contribution, and perform RCI computations including them. These fractions are presented in the percentage. The results from the computations when the CV correlations are included using the method described above are marked as CV RCI (RSMBPT), and usual RCI calculations (when all CV correlations are included) are marked as CV RCI and are given in Table 7. There are also energies without CV correlations (marked as MR). In both (CV RCI and CV RCI (RSMBPT)) computations the ZF method is also applied (the MR space is used as the principal part $P$).

As seen from the results, by including step-by-step the most important $K'$ configurations of CV correlations, the results smoothly converge to the CV RCI computations. In the case when 99.995% of CV correlations are included in the computations, we reproduce the results of usual RCI computations. The convergence by including the most important $K'$ configurations of CV correlations for computed 3 energy levels is displayed in Fig. 9. The trend of inclusion of the most important CV correlations in the ZF case is very similar. From Table 7 it is seen that in the case when 99.995% of CV correlations are included, the CSFs space decreases about 27% compared to the space in CV RCI computations. By using the Rayleigh–Schrödinger perturbation theory

<table>
<thead>
<tr>
<th>$J$</th>
<th>State</th>
<th>MR</th>
<th>CV RCI</th>
<th>CV RCI (RSMBPT)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95%</td>
</tr>
<tr>
<td>1</td>
<td>$3s^23p^3$ $4S_3/2$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>$3s^23p^3$ $2D_3/2$</td>
<td>23142.25</td>
<td>23141.15</td>
<td>23141.27</td>
</tr>
<tr>
<td>3</td>
<td>$3s^23p^3$ $2P_3/2$</td>
<td>38735.68</td>
<td>38732.59</td>
<td>38733.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J$</th>
<th>State</th>
<th>ZF</th>
<th>CV RCI</th>
<th>CV RCI (RSMBPT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$3s^23p^3$ $4S_3/2$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>$3s^23p^3$ $2D_3/2$</td>
<td>23142.25</td>
<td>23136.12</td>
<td>23136.75</td>
</tr>
<tr>
<td>3</td>
<td>$3s^23p^3$ $2P_3/2$</td>
<td>38735.68</td>
<td>38723.48</td>
<td>38725.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95%</td>
</tr>
</tbody>
</table>
Fig. 9. The convergence by including the most important $K'$ configurations of CV correlations for the computed 3 energy levels of the $3s^23p^3$ configuration with $J = 3/2$. 

We will take one more example to present the results of the CV correlations from CV RCI and CV RCI (RSMBPT). We will change the virtual orbitals to the highest ones (9s, 9p, 9p, 9d, 9f).

Table 8. The energy levels (in cm$^{-1}$) and total energies (in a.u.) for 3 energy levels of the $3s^23p^3$ configuration with $J = 3/2$ are given from both computations when CV correlations are included (L5).

<table>
<thead>
<tr>
<th>$\epsilon^2$</th>
<th>State</th>
<th>MR</th>
<th>CV RCI</th>
<th>CV RCI (RSMBPT)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>95%</td>
<td>99%</td>
</tr>
<tr>
<td>Energy levels (cm$^{-1}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 $3s^23p^3S_{3/2}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2 $3s^23p^3D_{3/2}$</td>
<td>23142.25</td>
<td>23141.47</td>
<td>23141.84</td>
<td>23141.61</td>
</tr>
<tr>
<td>3 $3s^23p^3P_{3/2}$</td>
<td>38735.68</td>
<td>38710.07</td>
<td>38710.92</td>
<td>38710.05</td>
</tr>
<tr>
<td>Total energy (a.u.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 $3s^23p^3S_{3/2}$</td>
<td>−459.6785245</td>
<td>−459.6797756</td>
<td>−459.6797214</td>
<td>−459.6797713</td>
</tr>
<tr>
<td>2 $3s^23p^3D_{3/2}$</td>
<td>−459.5730806</td>
<td>−459.5743353</td>
<td>−459.5742794</td>
<td>−459.5743259</td>
</tr>
<tr>
<td>3 $3s^23p^3P_{3/2}$</td>
<td>−459.5020317</td>
<td>−459.5033995</td>
<td>−459.5033415</td>
<td>−459.5033947</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\epsilon^2$</th>
<th>State</th>
<th>MR</th>
<th>CV RCI</th>
<th>CV RCI (RSMBPT)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>95%</td>
<td>99%</td>
</tr>
<tr>
<td>Energy levels (cm$^{-1}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 $3s^23p^3S_{3/2}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2 $3s^23p^3D_{3/2}$</td>
<td>23142.25</td>
<td>23140.70</td>
<td>23141.08</td>
<td>23140.82</td>
</tr>
<tr>
<td>3 $3s^23p^3P_{3/2}$</td>
<td>38735.68</td>
<td>38708.85</td>
<td>38709.76</td>
<td>38708.84</td>
</tr>
<tr>
<td>Total energy (a.u.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 $3s^23p^3S_{3/2}$</td>
<td>−459.6785245</td>
<td>−459.6797795</td>
<td>−459.6797259</td>
<td>−459.679773</td>
</tr>
<tr>
<td>2 $3s^23p^3D_{3/2}$</td>
<td>−459.5730806</td>
<td>−459.5743428</td>
<td>−459.5742873</td>
<td>−459.5743336</td>
</tr>
<tr>
<td>3 $3s^23p^3P_{3/2}$</td>
<td>−459.5020317</td>
<td>−459.5034090</td>
<td>−459.5033512</td>
<td>−459.5034005</td>
</tr>
</tbody>
</table>

$N_{CSF}$: 3 10396 2897 4317 4648 5136 5509 6182
9d, 8f , 8f , 8g , 8g , 8h , 8h , 8i , 8i , set of these virtual orbitals will be marked as L5) in the test case described above. The results are presented in Table 8. It is seen that the results from CV RCI (RSMBPT) smoothly converge to the CV RCI computations. In the case when 99.95% of CV correlations are included in the computations, the results are very close to the CV RCI computations, and in the case of 99.995% the results of usual RCI computations are reproduced. When 99.995% of CV correlations are included, the CSFs space decreases about 47% compared to the space in CV RCI computations. Comparing the results from this test with those of the previous test (with smaller virtual orbitals) it is seen that the contribution of CV correlations decreases (as it is known). However, using the Rayleigh–Schrödinger perturbation theory in an irreducible tensorial form in such a way, we can calculate and estimate the contribution of each K’ of the CV correlations with the preferred core and virtual orbitals. That allows us to select the most important CV correlations and perform the RCI computations in the space of CSFs that is significantly reduced.

5. Summary and conclusions

The Rayleigh–Schrödinger perturbation theory in a nonrelativistic approach [3, 4] was extended to a relativistic approach in such a way that the Feynman diagrams corresponding to the core–valence correlation are presented in an irreducible tensorial form in the jj-coupling. This allows us to use the spin-angular library [5, 6] without any modifications and to make the easiest implementation of this theory in the GRASP2018 package [8] in general. Two proposed computational methods (CV RCI+RSMBPT and CV RCI (RSMBPT)), which combine the RCI method and the stationary second-order Rayleigh–Schrödinger many-body perturbation theory in an irreducible tensorial form, allows us to include the core–valence correlations for atoms or ions with any number of valence electrons in a simplified way instead of the large RCI computations. Rayleigh–Schrödinger perturbation theory in an irreducible tensorial form has several advantages over the Brillouin–Wigner perturbation theory implemented in the GRASP code [9, 10]: firstly, the space of CSFs is significantly reduced, which leads to a smaller matrix and its simpler diagonalization. So the computational resources needed for computations and the computing CPU time are also reduced. In addition, this computational method allows us to include the CV correlations from the deeper core.
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