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This study presents a critical review of the emerging field of Artificial Intelligence (AI) 
Sociology, examining the  social implications and ethical considerations of AI tech-
nologies. Through a  qualitative methodology incorporating a  systematic literature 
review and thematic analysis, this research explores the  intersection of AI and soci-
ology, aiming to bridge the gap between technological advancement and societal im-
pact. The study investigates key theoretical frameworks, including critical theory and 
actor-network theory, to analyse power relations, social stratification, and the dynamic 
interplay between AI and society. The findings reveal the multifaceted influence of AI 
on social structures, ethical challenges, and the need for interdisciplinary approaches 
to address the societal implications of AI. 
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INTRODUCTION
The rapid advancement of Artificial Intelligence (AI) technologies has brought about significant 
changes in various aspects of society (Brynjolfsson et al. 2014). As AI continues to permeate 
different domains, there is an increasing need to understand its social implications from a so-
ciological perspective. While AI has often been explored from a  technological or economic 
standpoint, there remains a limited understanding of its broader societal impact (Rezaev et al. 
2023). However, many studies underscore the need for a sociological perspective in understand-
ing the  complex relationship between AI and society. It is crucial for sociologists to engage 
with these developments and contribute to shaping the future of AI in ways that promote social 
well-being and equity (Mühlhoff 2020). This literature review aims to bridge this research gap 
by providing a comprehensive examination of the emerging field of ‘AI Sociology’. The primary 
purpose is to shed light on the social dimensions of AI and its implications for individuals, com-
munities, and societal structures. It contributes to the ongoing dialogue on AI Sociology and 
informs future scholarship and policy-making in this rapidly evolving field.

RESEARCH METHODOLOGY AND METHODS
This study adopts a  qualitative research methodology to critically review the  intersection of 
Artificial Intelligence (AI) and sociology. The  approach involved a  comprehensive literature 
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review, thematic analysis, and attention to ethical considerations, providing insights into the so-
cial dimensions and ethical implications of AI. The primary method used was a literature review 
of scholarly articles, books, and conference proceedings. Databases such as Web of Science, 
Scopus, IEEE Xplore and Google Scholar were utilised to identify key publications. The litera-
ture was categorised via thematic analysis to uncover themes such as social stratification, ethical 
implications and the impact of AI on social structures. With respect to research ethics, this study 
advocates ethical frameworks ensuring an equitable AI access and nondiscrimination, drawing 
on the works of several prominent scholars (Bostrom et al. 2014; Jobin et al. 2019).

THEORETICAL FRAMEWORKS IN AI SOCIOLOGY
The study of AI Sociology draws upon a range of theoretical frameworks that provide ana-
lytical tools for understanding the complex relationship between AI and society. This section 
explores key theoretical frameworks used in AI Sociology and highlights their application in 
the field, supported by specific studies and recent empirical evidence.

Critical Theory
Critical theory serves as a fundamental perspective in AI Sociology, examining power relations 
and surveillance capitalism within the context of AI. It emphasises the social, economic and 
political dimensions of AI and investigates how power is distributed, exerted and reinforced 
through AI systems. Zuboff (2019) explores the concept of surveillance capitalism, highlight-
ing how AI-driven data collection and analysis reshape power dynamics in society. Her work 
demonstrates how AI technologies enable unprecedented levels of surveillance and data extrac-
tion, leading to new forms of social control and manipulation. Zuboff argues that this new eco-
nomic logic threatens individual autonomy and democratic values. Andrejevic (2020) investi-
gated the implications of automated media systems for social interactions and cultural practices. 
His research reveals how AI-driven recommendation systems and content curation algorithms 
shape public discourse and individual preferences, potentially reinforcing existing power struc-
tures and limiting exposure to diverse perspectives. Critical theory also addresses issues of algo-
rithmic bias, automated decision-making, and the concentration of power in the hands of tech-
nology corporations. Crawford et al. (2014) examine the legal and ethical implications of big 
data and AI-driven decision-making processes, highlighting the potential for discriminatory 
outcomes and violations of due processes. Their work underscores the need for robust account-
ability mechanisms in AI systems. Noble (2018) provides a critical analysis of search engine 
algorithms, demonstrating how AI systems can perpetuate and amplify racial and gender biases. 
Her research reveals the ways in which seemingly neutral technologies can reinforce societal 
inequalities and marginalise certain groups. Recent empirical studies have further substantiated 
these critical perspectives. For instance, Buolamwini et al. (2018) conducted a comprehensive 
study on facial recognition systems, revealing significant gender and racial biases in commercial 
AI products. Their work highlights the urgent need for diverse and representative datasets in AI 
development to mitigate discriminatory outcomes.

Actor-Network Theory
Actor-network theory (ANT) emphasises the agency of both human and non-human actors 
in shaping social phenomena, including the role of AI in society. It recognises the intercon-
nectedness of human actors, technological artifacts and socio-technical systems, considering 



4 5 8 I S S N  0 2 3 5 - 7 1 8 6     e I S S N  2 4 2 4 - 4 5 4 6     F I LO S O F I J A .  S O C I O LO G I J A .  2 0 2 4 .  T.  3 5 .  N r.  4

them as networked entities that influence and shape social interactions and structures. Latour 
(2005) has contributed significantly to this field by exploring the agency of nonhuman actors, 
including AI systems, in shaping social networks, influencing decision-making processes and 
generating new social realities. His work provides a framework for understanding AI not as 
a standalone technology, but as part of a complex network of human and nonhuman actors. 
Building on ANT, recent studies have examined the intricate relationships between AI systems 
and human actors. For example, Vertesi (2019) conducted an ethnographic study of NASA’s 
Mars Exploration Rover mission, demonstrating how human–robot interactions shape scien-
tific practices and knowledge production. Her work illustrates the coconstitution of human and 
machine agency in complex sociotechnical systems. Mühlhoff (2020) applied ANT principles 
to analyse human–AI interactions in the context of machine learning systems. His research 
reveals how AI technologies capture and leverage human cognitive abilities, creating hybrid 
human–machine apparatuses that challenge traditional notions of agency and intelligence.

Social Construction of Technology
The social construction of technology (SCOT) perspective examines how social factors shape 
the development, adoption, and use of AI systems. It acknowledges that technologies are not 
solely determined by their technical features but are coconstructed through social process-
es, interests and values. Pinch et al. (1987) laid the groundwork for SCOT, demonstrating 
how social groups influence technological development through processes of negotiation and 
interpretation. Their framework has been applied to AI technologies, revealing the ways in 
which social factors influence the development and adoption of AI systems. Recent studies 
have extended SCOT to analyse AI development and implementation. For instance, Selbst 
et al. (2019) examine the social construction of ‘fairness’ in machine learning systems, high-
lighting how different stakeholders’ interpretations and values shape the development of ‘fair’ 
AI algorithms. Their work demonstrated the importance of considering diverse perspectives 
in AI design and implementation. Rezaev et al. (2023) apply SCOT principles to analyse 
the  emergence of human-centred AI, emphasising the  role of societal values and cultural 
contexts in shaping AI technologies. Their research underscores the need for a nuanced un-
derstanding of how different social groups interpret and influence AI development.

Technological Determinism
Technological determinism posits that technology drives social change and shapes various 
aspects of society. In the context of AI Sociology, this framework explores how AI technolo-
gies impact social structures, relationships and cultural practices. Brynjolfsson et al. (2014) 
analyse the implications of AI-driven automation on employment, income distribution and 
social inequality. They argue that technological advancements, including AI, have profound 
consequences for labour markets, economic systems and social structures. Their work high-
lights both the potential benefits and challenges of AI-driven economic transformation. Ford 
(2015) extends this analysis, examining the potential for AI and robotics to displace human 
workers across various industries. His research raises important questions about the future 
of work, income distribution and social welfare in an AI-driven economy. Recent empirical 
studies have provided further insights into the deterministic effects of AI on society. Frey et 
al. (2017) conducted a comprehensive analysis of the  susceptibility of various occupations 
to computerisation, estimating that nearly half of U. S. jobs are at risk of automation. Their 
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work has sparked debates about the need for policy interventions and educational reforms to 
address the potential societal impacts of AI-driven job displacement.

By applying these theoretical frameworks, researchers in the field of AI Sociology gain 
a deeper understanding of the multifaceted relationship between AI and society. Critical the-
ory highlights power dynamics and surveillance capitalism, actor-network theory emphasises 
the agency of nonhuman actors, the social construction of technology perspective focuses on 
the social shaping of AI, and technological determinism examines the transformative poten-
tial of AI in driving social change. These frameworks, when combined with empirical studies, 
provide valuable insights into the sociological dimensions of AI and its implications for indi-
viduals, communities, and societal structures.

THEMATIC ANALYSIS OF THE LITERATURE

AI and Social Stratification
Artificial Intelligence (AI) technologies have a significant potential to impact social strat-
ification, which refers to the hierarchical division of society based on factors such as soci-
oeconomic status, race and gender. This theme explores the complex relationship between 
AI and social stratification, shedding light on how AI systems can perpetuate or challenge 
existing inequalities. To provide a comprehensive understanding, it is crucial to first define 
social stratification in the context of AI. Social stratification refers to the unequal distribu-
tion of resources, opportunities and privileges within a  society, resulting in differentiated 
social positions and experiences (Grusky 2018). AI technologies have the potential to re-
inforce existing social hierarchies or disrupt them, depending on how they are designed, 
deployed and utilised. A critical review of relevant papers allows us to delve into the various 
dimensions of AI’s influence on social stratification. Several key topics within this theme 
merit examination:

• Digital divide: The digital divide refers to the unequal access to and use of digital tech-
nologies, including AI. AI advancements can exacerbate existing disparities in access to tech-
nological resources, perpetuating inequalities in education, employment, and information 
access (DiMaggio et al. 2004). Recent studies have shown that the AI-driven digital divide 
is not only about access to technology but also about the skills and knowledge required to 
effectively utilise AI systems (van Dijk 2020).

• Bias and algorithmic discrimination: AI systems can perpetuate biases present in 
training data or encoding algorithms, resulting in discriminatory outcomes. Examples in-
clude racial and gender bias in facial recognition systems and biased decision-making pro-
cesses in areas such as criminal justice and hiring (Noble 2018; O’Neil 2016). Buolamwini et 
al. (2018) conducted a groundbreaking study on gender and racial bias in commercial facial 
recognition systems, highlighting the urgent need for diverse and representative datasets in 
AI development.

• Threats to democracy and fairness: AI can influence democratic processes and fair-
ness by shaping information flows, political discourse, and decision-making. The concentra-
tion of AI power in a few entities and the potential for manipulation raise concerns about 
democratic values and equal representation (Barocas et al. 2016). Recent research by Helbing 
et al. (2019) explored the potential of AI to manipulate public opinion and undermine demo-
cratic processes through targeted misinformation campaigns.
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Prominent studies in this field include the works of Noble (2018), who critically exam-
ines the biases and inequalities perpetuated by AI and algorithms in her book ‘Algorithms of 
Oppression’. O’Neil (2016) explored the impact of algorithms on social inequality in ‘Weap-
ons of Math Destruction’, providing compelling examples of how AI-driven decision-making 
can reinforce existing social disparities. Barocas et al. (2016) discuss the implications of AI 
for fairness and accountability in their seminal paper ‘Big Data’s Disparate Impact’, which 
has been influential in shaping discussions on algorithmic fairness. Recent empirical studies 
have further substantiated these concerns. For example, Obermeyer et al. (2019) revealed 
racial bias in a widely used algorithm for predicting health care needs, demonstrating how 
AI systems can perpetuate and amplify existing racial disparities in healthcare access. Simi-
larly, Angwin et al. (2016) revealed racial bias in criminal risk assessment algorithms used in 
the U. S. justice system, highlighting the potential for AI to reinforce systemic racism. These 
studies highlight the need to address biases, ensure fairness and promote an equal access to 
AI systems to mitigate the potential exacerbation of social inequalities. Understanding these 
dynamics is crucial for fostering more inclusive and equitable AI technologies.

Role of AI in Social Change and Development
This study explores the dynamic relationship between AI and social change, focusing on how 
AI technologies contribute to the  transformation of institutions, culture, and power struc-
tures. To provide a comprehensive understanding, it is important to first clarify the concepts 
of social change and development in the context of AI. Social change refers to the alteration 
in societal structures, values, norms and behaviours over time (Sztompka 1993). Develop-
ment, on the other hand, encompasses broader aspects of social progress, including econom-
ic growth, human well-being, and sustainable practices (Sen 1999). AI, as a transformative 
technology, has the potential to significantly influence both social change and development 
processes. When examining the role of AI in social change and development, it is essential 
to analyse relevant studies that explore these dynamics. Several topics related to this topic 
warrant exploration:

• AI’s impact on institutions: AI technologies are reshaping various institutions, such as 
education, healthcare and governance. For example, AI-powered education platforms are rev-
olutionising learning methods, whereas AI-driven healthcare systems are enhancing diagnos-
tic accuracy and treatment outcomes. Holmes et al. (2019) conducted a comprehensive review 
of AI applications in education, highlighting both the  potential benefits and challenges of 
AI-driven personalised learning. In healthcare, Topol (2019) explored how AI is transform-
ing medical practice from diagnosis to treatment planning and discussed the implications for 
patient care and healthcare systems.

• The influence of AI on culture: Culture encompasses shared beliefs, values, practices 
and traditions within a society. AI technologies are increasingly influencing cultural practices 
and interactions. For instance, AI algorithms shape online content recommendations, influ-
encing individuals’ access to information and exposure to diverse perspectives. Bozdag (2013) 
examines the impact of AI-driven personalisation algorithms on information diversity and 
the formation of filter bubbles. More recently, Manovich (2018) explored how AI is reshaping 
cultural production and consumption in the age of social media and big data.

• AI’s impact on power structures: AI technologies have implications for power dynam-
ics and social inequalities. The concentration of AI resources and decision-making algorithms 
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in the hands of a few entities can influence access to resources, the distribution of opportuni-
ties, and decision-making processes. Zuboff (2019) provides a critical analysis of the rise of 
‘surveillance capitalism’ and its implications for power structures in her influential work ‘The 
Age of Surveillance Capitalism’. Additionally, Crawford et al. (2018) offer a detailed examina-
tion of the power dynamics embedded in AI systems through their ‘Anatomy of an AI System’ 
project.

Recent empirical studies have provided further insights into the  role of AI in social 
change and development. For instance, Acemoglu et al. (2020) analyse the impact of AI and 
automation on labour markets and wage inequality, offering a nuanced perspective on the eco-
nomic implications of AI-driven social change. In the realm of governance, Vesnic-Alujevic 
et al. (2020) explore the use of AI in public services and its implications for citizen–state rela-
tionships and democratic processes.

Ethical Implications of AI in Society
Ethics plays a crucial role in the study of AI from a sociological perspective. Ethics in AI refers 
to moral considerations and principles guiding the design, development, and use of AI tech-
nologies (Floridi et al. 2021). Ethical issues arise because of the potential consequences of AI 
systems on individuals’ well-being, social justice and human rights. Understanding and ad-
dressing these ethical implications are vital for the responsible development and deployment 
of AI. Several topics within this theme merit examination:

• Fairness: AI systems are expected to make fair decisions without exhibiting bias or 
discrimination based on factors such as race, gender or socioeconomic status. Ensuring fair-
ness in AI requires a careful consideration of algorithmic design, data selection and model 
training (Barocas et al. 2016). Recent studies have shown that AI systems can perpetuate and 
even amplify existing societal biases. For example, Buolamwini et al. (2018) demonstrated 
a  significant gender and racial bias in commercial facial recognition systems, highlighting 
the need for diverse and representative datasets in AI development.

• Transparency: Transparency in AI systems refers to the ability to understand the un-
derlying decision-making processes and the  factors influencing AI outcomes. Transparent 
AI systems promote accountability and trust by enabling individuals to comprehend and 
challenge algorithmic decisions (Doshi-Velez et al. 2017). The concept of ‘explainable AI’ has 
gained traction, with researchers developing methods to make complex AI models more in-
terpretable (Adadi et al. 2018).

• Accountability: The accountability of AI systems pertains to the attribution of respon-
sibility for their actions. As AI systems become more autonomous, issues of accountability 
arise, requiring mechanisms for addressing and redressing harm caused by AI technologies 
(Jobin et al. 2019). Dignum (2019) proposes a framework for responsible AI that emphasises 
the need for clear lines of accountability throughout the AI lifecycle, from development to 
deployment and use.

• Privacy: AI systems often rely on vast amounts of personal data, raising concerns about 
privacy and data protection. Safeguarding individuals’ privacy rights is crucial in the design 
and deployment of AI technologies (Mittelstadt et al. 2016). The implementation of regula-
tions such as the General Data Protection Regulation (GDPR) in the European Union has 
sparked discussions on the balance between data-driven innovation and privacy protection 
in AI development (Wachter et al. 2017).
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Additionally, it is essential to consider the  risks associated with advanced AI and su-
perintelligence. Advanced AI systems with capabilities that surpass human intelligence pose 
potential risks and uncertainties, requiring careful ethical scrutiny (Bostrom et al. 2014). 
The field of AI safety research has emerged to address these long-term concerns, with a focus 
on ensuring that advanced AI systems remain aligned with human values and interests (Amo-
dei et al. 2016). Moreover, the need for transparency and explainability in AI systems is in-
creasingly recognised. Individuals affected by AI decisions should have access to information 
about how these decisions are made, fostering trust and enabling individuals to hold AI sys-
tems accountable (Whittlestone et al. 2019). This has led to the development of ‘algorithmic 
auditing’ techniques to assess the fairness and transparency of AI systems (Raji et al. 2020). 
The ethical implications of AI extend beyond individual technologies to broader societal im-
pacts. For instance, the  use of AI in surveillance and social control raises concerns about 
civil liberties and human rights (Zuboff 2019). The concept of ‘algorithmic governance’ has 
emerged to describe the increasing role of AI systems in shaping social and political process-
es, raising questions about democratic accountability and the distribution of power in society 
(Danaher et al. 2017). Furthermore, the global nature of AI development and deployment 
necessitates consideration of cross-cultural ethical perspectives. Different societies may have 
varying ethical priorities and values, which can influence the development and acceptance of 
AI technologies (Hagendorff 2020). Recent empirical studies have begun to address the gap in 
practical applications of AI ethics. For example, Morley et al. (2020) conducted a systematic 
review of AI ethics guidelines, identifying common principles and areas of divergence across 
different frameworks.

RESEARCH GAPS AND SOLVING STRATEGIES
Despite the growing body of literature on AI Sociology, there are notable research gaps that 
need to be addressed. This section aims to identify and discuss these gaps, highlighting areas 
that require further exploration. The corresponding solution strategies are then provided.

Need for More Empirical Studies on AI Social Impact
While theoretical discussions and conceptual frameworks have contributed significantly to 
the field of AI Sociology, there is a pressing need for more empirical studies that examine 
the  actual social impact of AI technologies. Based on the  previous content, the  landscape 
of empirical research in this field is rapidly evolving, with new studies emerging frequently. 
However, a  significant gap still exists in our understanding of how AI is experienced and 
shaped by individuals and communities in real-world contexts. To further bridge this gap, 
researchers should conduct rigorous empirical research using a variety of methods, including 
the following: (1) Survey Method: large-scale quantitative studies to assess public perceptions 
and experiences with AI technologies across different demographic groups; (2)  Interviews 
and Focus Group Method: in-depth qualitative research to explore individual and commu-
nity experiences with AI systems; (3) Ethnographic Study: long-term observational research 
to understand how AI technologies are integrated into and shape social practices over time; 
(4) Mixed-Methods Approach: combining quantitative and qualitative methods to provide 
a  comprehensive understanding of the  social impact of AI. By employing these empirical 
approaches, we can gain valuable insights into the nuanced dynamics between AI and society, 
moving beyond theoretical speculations to evidence-based understandings.
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Limited Attention to Non-Western Contexts
Cultural, social and institutional factors may influence the interaction between AI technol-
ogies and society. Much of the existing literature on AI Sociology is concentrated within 
Western contexts, primarily exploring the  impact of AI in Western societies. This leaves 
a significant gap in how AI is experienced and perceived in non-Western contexts. Recent 
studies have begun to address this gap, but more research is needed. For example, Arora 
(2019) examined the implications of AI for digital labour in India, highlighting the unique 
challenges and opportunities in a non-Western context. Similarly, Wang et al. (2023) ex-
plored the social implications of China’s AI development strategies, offering insights into 
how cultural and political factors shape AI adoption and impact in a non-Western setting. 
To develop a more comprehensive understanding of the global implications of AI and avoid 
potential biases in our analysis, future research should (1)  conduct comparative studies 
across different cultural contexts to identify similarities and differences in the societal im-
pact of AI; (2) engage with local researchers and communities in non-Western countries 
to ensure culturally sensitive and relevant research approaches; (3) examine how different 
cultural values, social norms and governance structures influence the development, adop-
tion and impact of AI technologies.

Need for More Robust Interdisciplinary Frameworks in AI Sociology
AI is a complex phenomenon that requires interdisciplinary perspectives to fully comprehend 
its societal implications. While some interdisciplinary work exists, such as the integration 
of critical theory and AI ethics (Birhane et al. 2019), there is a need for more comprehensive 
interdisciplinary frameworks that integrate insights from several relevant disciplines. To 
address this gap, researchers should (1) develop collaborative research projects that bring 
together experts from diverse fields, including sociology, computer science, ethics, anthro-
pology and policy studies; (2)  establish interdisciplinary research centres and programs 
focused on AI Sociology to foster long-term collaboration and knowledge exchange; (3) en-
courage cross-disciplinary training and education to equip researchers with the  diverse 
skills needed to address complex AI-related societal challenges. By incorporating these in-
terdisciplinary approaches, we can gain a more holistic understanding of AI’s impact on 
society, addressing the multifaceted nature of AI and its interactions with different social 
systems. This interdisciplinary perspective can enhance the robustness of AI Sociology as 
a field of study.

Ethical Considerations in AI Sociology Research
It is crucial to address the ethical issues that arise in AI Sociology research. Future studies 
should (1) develop ethical guidelines specific to AI Sociology research, considering the unique 
challenges posed by studying the  societal impact of AI; (2)  address issues of data privacy 
and consent when collecting and analysing data related to AI use and impact; (3) consider 
the potential unintended consequences of AI Sociology research, such as reinforcing harm-
ful stereotypes or exacerbating existing inequalities; (4) engage with affected communities in 
the research process, ensuring that their voices and perspectives are adequately represented. 
Addressing these research gaps is crucial for advancing the field of AI Sociology and ensuring 
a comprehensive understanding of the social implications of AI technologies. 
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CONCLUSIONS
Through an analysis of theoretical frameworks, thematic discussions, and identification of 
research gaps, we have gained valuable insights into the multifaceted relationship between 
AI and society. This review highlights several critical aspects of the  social implications of 
AI, including ethical considerations, social stratification, and social change and development. 
The  review has shown how AI technologies drive transformative processes, reshape insti-
tutions and impact power structures. This theme highlights the  importance of considering 
both the potential benefits and challenges posed by AI-driven social change, calling for a nu-
anced understanding of the broader sociological implications of AI. By integrating theoreti-
cal frameworks, empirical studies and interdisciplinary perspectives, researchers have made 
substantial progress in understanding the complex interplay between technology and society. 

Despite these advancements, the limitations of the research conducted thus far include 
the following: (1) Rapid technological advancements: The field of AI is evolving at a pace that 
often outstrips academic research. Future studies should aim to keep pace with these rapid 
changes and provide timely insights into emerging social challenges. (2) Need for diverse and 
inclusive research: The majority of existing literature focuses on Western contexts, leaving 
gaps in our understanding of AI’s impact in non-Western societies and marginalised com-
munities. Future research should strive for a  more global perspective, considering diverse 
cultural, social and economic contexts. (3) Empirical studies: There is a growing need for em-
pirical studies that examine the actual social impact of AI technologies in real-world contexts. 
Future research should prioritise rigorous empirical investigations to complement theoretical 
analyses. (4) Interdisciplinary approaches: The complex nature of the societal impact of AI 
necessitates interdisciplinary research approaches. Future studies should foster collaborations 
between sociologists, computer scientists, ethicists and policymakers to develop comprehen-
sive frameworks for understanding and addressing AI challenges.

In summary, this literature review provides valuable insights into the social implications 
of AI technologies, highlighting ethical considerations, social stratification dynamics, and 
the transformative role of AI in society. By addressing the identified research gaps and em-
bracing interdisciplinary approaches, future studies can contribute to responsible AI develop-
ment, informed policymaking, and a more equitable and inclusive society.
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C H U N FA  Z H O U

Dirbtinis intelektas sociologijoje: kritinė apžvalga ir 
ateities kryptys

Santrauka
Šiame tyrime pateikiama kritiška besiformuojančios dirbtinio intelekto (DI) sociologijos 
srities apžvalga, nagrinėjant DI technologijų socialines pasekmes ir etinius aspektus. 
Taikant kokybinę metodologiją, apimančią literatūros apžvalgą ir teminę analizę, 
šiame tyrime nagrinėjama DI ir sociologijos sankirta, siekiant sumažinti atotrūkį tarp 
technologinės pažangos ir poveikio visuomenei. Tyrime nagrinėjamos pagrindinės 
teorinės sistemos, įskaitant kritinę teoriją ir veikėjų bei tinklų teoriją, siekiant analizuoti 
galios santykius, socialinę stratifikaciją ir dinamišką DI ir visuomenės sąveiką. Išvados 
atskleidžia įvairiapusę DI įtaką socialinėms struktūroms, etinius iššūkius ir tarpdiscipli-
ninio požiūrio poreikį sprendžiant DI poveikį visuomenei. 

Raktažodžiai: dirbtinio intelekto (DI) sociologija, socialiniai DI padariniai, etiniai DI 
aspektai, technologinis poveikis visuomenei, tarpdisciplininiai DI tyrimai
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